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Industry Changes: The Twitter Effect
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• Changes at Twitter
• Disrupts industry equilibrium relating to Trust and Safety

• Expands Overton window of permissible content moderation

• Reduction in collaboration between platforms on 

emerging threats



Industry Changes
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• Cutting of Trust and Safety teams throughout industry

• Fracturing of social media universe 

• Rise of encrypted platforms (Telegram, Signal, 

WhatsApp) and alternative/decentralized social 

networks (Mastodon, Bluesky, Threads)

• Retreat from politics/journalism



Technological Change: Rise of AI

• Basic rule of AI for T and S:

Amplifies the abilities of all good and bad actors 

to achieve all their same goals.

• Lowers the cost of content production 

• Adversarial, unpredictable environment

• New opportunities for content moderation

• The special challenge of open models



Legal Changes: Europe
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• Digital Services Act

• Digital Markets Act

• AI Act*

• Product Liability Directive



Legal Changes: US

• Federal Action

> Divestiture of TikTok

> AI Executive Order

> Congressional Investigations

• State Action

> Reining in Content Moderation

> Privacy

> Protecting Children

• Supreme Court cases (Taamneh, Murthy, Netchoice) 



Three Domains
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• Hate Speech

• Child Protection

• Disinformation and Elections



Hate Speech: The State of Research and 
Policy
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• “Tail problem”

• Targeted and networked harassment

• Sought out v. algorithmically recommended

• Increasingly difficult to distinguish from “normal politics” (esp. 

immigration, Mid Eastern conflict, culture wars)

• Problem = young men

• Trend unclear – “bursty” problem

• Twitter’s reinstatement of speakers

• Policy:

Netchoice Supreme Court cases



Alexandra A. Siegel, Evgenii Nikitin, Pablo Barberá, 

Joanna Sterling, Bethany Pullen, Richard Bonneau, 

Jonathan Nagler and Joshua A. Tucker (2021), 

"Trumping Hate on Twitter? Online Hate Speech in 

the 2016 U.S. Election Campaign and its Aftermath", 

Quarterly Journal of Political Science: Vol. 16: No. 1, 

pp 71-104. http://dx.doi.org/10.1561/100.00019045

Hate Speech: Impact of 2016 Election
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“No evidence of a lasting 
increase in hate speech or 
white nationalist rhetoric 
either over the course of the 
campaign or in the aftermath 
of Trump's election”

http://dx.doi.org/10.1561/100.00019045


Hate Speech: YouTube Exposure
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Annie Y. Chen, Brendan Nyhan, Jason Reifler, 

Ronald E. Robertson, Christo Wilson (2021), 

"Exposure to Alternative & Extremist Content on 

YouTube” 

https://www.adl.org/resources/report/exposure-

alternative-extremist-content-youtube

https://www.adl.org/resources/report/exposure-alternative-extremist-content-youtube
https://www.adl.org/resources/report/exposure-alternative-extremist-content-youtube


Hate Speech: YouTube Exposure
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Annie Y. Chen, Brendan Nyhan, Jason Reifler, 

Ronald E. Robertson, Christo Wilson (2021), 

"Exposure to Alternative & Extremist Content on 

YouTube” 

https://www.adl.org/resources/report/exposure-

alternative-extremist-content-youtube

https://www.adl.org/resources/report/exposure-alternative-extremist-content-youtube
https://www.adl.org/resources/report/exposure-alternative-extremist-content-youtube


Is the algorithm to blame?
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Annie Y. Chen, Brendan Nyhan, Jason Reifler, 

Ronald E. Robertson, Christo Wilson (2021), 

"Exposure to Alternative & Extremist Content on 

YouTube” 

https://www.adl.org/resources/report/exposure-

alternative-extremist-content-youtube

https://www.adl.org/resources/report/exposure-alternative-extremist-content-youtube
https://www.adl.org/resources/report/exposure-alternative-extremist-content-youtube


Areas of Concern: Child Protection

14

• Mental Health 

• Child Sexual Abuse 

Material (CSAM)
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What do 
kids think 
about 
social 
media?
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National Academies of Sciences, 

Engineering, and Medicine. 2024. Social 

Media and Adolescent Health. 

Washington, DC: The National 

Academies Press. 

https://doi.org/10.17226/27396.

https://doi.org/10.17226/27396


TheAlarmists

• Rise in depression 
coincides with rise in 
smartphones/social 
media/self-facing cameras

• Particularly pronounced 
among teen girls

• Mechanism is self-
comparison, FOMO, bullying

The Skeptics

• Heterogenous effects

• Other sources of recent 
rise in  depression 
(pandemic, etc.)

• Effect on sleep and exercise

• Panic feeds on itself

• Social media is not one 
thing

17

Vibrant Scholarly Debate As to Social Media’s 
Effect on Kids



Child Protection: Mental Health

18Jon Haidt. “Yes, Social Media Really Is a Cause of 
the Epidemic of Teenage Mental Illness”



Time Online vs. Wellbeing
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Haidt, J., Rausch, Z., & Twenge, J. (ongoing). Social 

media and mental health: A collaborative review. 

Unpublished manuscript, New York University. 
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Jon Haidt. “Yes, Social Media Really Is a Cause of 
the Epidemic of Teenage Mental Illness”

The Gender Dimension



Child Protection: App Impact on Wellbeing
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Haidt, J., Rausch, Z., & Twenge, J. (ongoing). Social 

media and mental health: A collaborative review. 

Unpublished manuscript, New York University. 



Child Sexual Abuse Material (CSAM)
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• Increase in CSAM reports: 

31.8 million reports from platforms in 2022

• AI undermines CSAM enforcement architecture

> Open source tools reduce cost of production to zero

> Overwhelms reporting and enforcement systems

> Synthetic images of real victims

> Provides new defenses for possession

• Note: Non-obscene virtual child 

pornography protected by First 

Amendment in US.



Cyber Tipline
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Alex Stamos.  “Current and Future Work in Online 
Child Sexual Exploitation”
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Disinformation

Knuutila et al. Who is afraid of Fake News?, Harvard 

Misinformation Review 2024.



Disinformation Basics
1. Scale:  

• Large amount but small share of content for most people
• Nevertheless, can cause significant harm

2. Direction: “Disinformation comes from the top”

3. Persistence: 
• Difficult to combat in timely fashion
• Difficult to dislodge false beliefs over long-term

4. Perverse Effects: Difficult to inoculate and combat without 
generating widespread skepticism 

5. Intense political pressure to avoid biased censorship.
26
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The Family of Disinformation Phenomena

Opinion

Satire/Comedy

Fiction

Asking Questions?

Reporting on 

Falsehoods

Disinformation

Misinformation

Malinformation

False Narratives

vs
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Disinformation: Average Consumption

Allen, J., Howland, B., Mobius, M., Rothschild, D., & 

Watts, D. J. (2020). Evaluating the fake news 

problem at the scale of the information 

ecosystem. Science advances, 6(14).



Policy Responses to Disinformation
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1. Deletion

2. Demotion

3. Disclosure

4. Delay

5. Dilution

6. Distraction & Diversion

7. Deterrence

8. Digital Literacy*
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The New Frontier:  The Impact of AI

https://studio.infinity.ai/feed/4385

https://studio.infinity.ai/feed/4385


AI: Difference in Kind or Degree?

• Lowers cost of production.

• May optimize for targeting and reach.

• Key question is not amount of synthetic media, 
but share of information diet and likelihood to 
persuade. 

• Liar’s dividend





Public perception
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Morning Consult/Axios. August 10-13, 2023.



Public Perception



What is to be done?

• EU AI Act

• Bans on risky or political uses?

• Disclosure, Watermarking, Digital Signatures, 
Authentication 

• Development of robust auditing ecosystem



Transparency…in general
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• Unsustainable equilibrium: Platforms know more about us 

than we do about them

• API apocalypse

• Danger of legislating in the dark

• Voluntary disclosures have not worked

• Three components 

> Public disclosures

> Researcher immunity

> Privacy-protected researcher access

• Digital Services Act

• Platform Accountability and Transparency Act (proposed)



“We have Paleolithic emotions, medieval institutions, and godlike technology.”

- E.O. Wilson
37
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Trust and Safety

at the Crossroads

Thank you!

Nate Persily
James B. McClatchy Professor of Law
Co-director, Stanford Cyber Policy Center

npersily@law.stanford.edu
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